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1. Introduction

Water monitoring infrastructures use components 
such as: supervisory, control and data acquisition 
systems, wireless sensors or smart meters 
producing data in different formats and scales. Data 
can come from geographic information systems, 
or third-party sources such as water users. So, 
monitoring of water distribution systems implies 
large volume of heterogeneous information with 
temporal dimensions. It is mandatory to transmit 
and analyses data efficiently to respond in real-
time and to alert affected population in case of a 
pollution accident [13].

A Service Level Agreement (SLA) is a contract 
between two parts (the provider and the customer) 
that occurs when the customer requests and 
receives from a given provider (as a service) an 
operating Monitoring Wireless Sensor Network 
(MWSN) to use the results provided by the 
MWSN with a certain purpose. When discussing 
about such a contract we refer to different 
parameters (see Table 1) of the MWSN that can 
be usually measured. Given these observations 
we can refer to the SLA as a common contract 
between the customer and the provider that has 
the purpose of verifying the functional aspects of 
the MWSN parameters. The MWSN parameters 
are measured and monitored to assure certain 

characteristics of the service such as an increased 
level of customer satisfaction and Quality of 
Service, high performance and high availability, 
as well as cost reduction. This article describes 
the characteristics of a SLA both in terms of its 
lifecycle and in terms of parameters that must be 
specified in such a contract. 

For the SLAs in the Web Services domain a 
specification was given, in XML format, in the 
WSLA framework [10].

This article is organized as follows:  Section 1 
presents a short introduction related to water 
monitoring and SLA. Section 2 sets forth the SLA 
lifecycle. In Section 3 several SLA parameters 
related to water monitoring resources are 
presented. In Section 4 a few use cases related 
to SLA for water monitoring are presented while 
Section 5 provides the conclusions of this paper.

2. Related work

In [6] the authors give formal guidelines for the 
implementation of a SLA architecture for operated 
WSNs. The architecture is designed to distinguish 
the formal algorithms necessary to operate a WSN 
according to SLAs. 
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In [7] is presented a guideline to write a SLA for 
Internet of Things operation. According to the 
authors the volume growth of connected devices 
opens the door for wireless sensors networks. 
The authors extend the specification with specific 
items that integrate the SLA framework with 
WSN constraints. 

In [2] and [3] the authors show SLA-based 
specifications and usage parameters that are based 
on the access and configuration of wireless sensor 
networks. The usage parameters are illustrated both 
from the point of view of customers and from the 
point of view of wireless sensor network providers.

Figure 1. The SLA lifecycle

3. SLA Lifecycle

When discussing about a SLA contract we refer 
to different parameters (see Table 1) of the 
MWSN that can be usually measured. Given these 
observations we can refer to the SLA as a common 
contract between the customer and the provider 
that has the purpose of verifying the functioning 
of the MWSN parameters. The MWSN parameters 
are measured and monitored with the purpose of 
assuring certain characteristics of the service such 
as an increased level of customer satisfaction 
and Quality of Service, high performance and 
high availability, and cost reduction. This article 
describes the characteristics of a Service Level 
Agreement both in terms of its lifecycle and in 
terms of parameters that must be specified in such 
a contract. When thinking about the SLA lifecycle 
we can take into consideration four steps (phases) 
[9]. We can adapt the four steps from [9] to the case 

of a SLA contract for a MWSN as follows (see 
Figure 1). The first step of an SLA is the design 
of the contract. During this step, on the one hand, 
the service customers describe the requirements 
they have in terms of SLA contracts characteristics 
and on the other hand, several MWSN service 
providers offer SLA contracts descriptions based 
on the parameters of their services. 

•	 The next step of the SLA lifecycle is the 
SLA selection. In this step, the MWSN 
service customer considers various 
MWSN services from possible providers 
and chooses the SLA(s) that is (are) the 
closest to the MWSN service customer in 
terms of their characteristics. In this step, 
a negotiation process between the service 
provider(s) and the service customer(s) 
takes place to reach a common SLA. 

•	 The third step of the SLA contract lifecycle 
takes place when the service becomes 
operational (is started and is provided to 
the customer). During this step - which is 
called the SLA monitoring - the customer 
monitors and validates the service 
parameters offered by the MWSN provider. 

•	 The last step when discussing about 
a SLA contract lifecycle is the SLA 
termination. In this step, the customer 
or the provider decide to terminate the 
agreement because the agreement expires 
or the agreement was violated by either 
the customer or the provider. In addition 
to the contract termination step there 
might exist yet another one that is called 
“enforce penalties for violation” [20]. 

4. SLA parameters

Different parameters can be defined when 
discussing about the SLA between the monitoring 
Wireless Sensor Networks (MWSNs) services 
providers and the MWSNs customers (see Table 
1). When the choice of parameters for the SLA is 
lacking sufficient expertise then the SLA cannot 
be enforced automatically, and the service offered 
by the MWSN provider might behave in a wrong 
way. The term “sufficient expertise” might refer 
to the expertise of the engineers that design of 
the SLA of the MWSN service provider and/
or the service customers. This article attempts 
to support both the MWSN providers and the 
MWSN customers in selecting the appropriate 
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parameters when designing the SLAs for MWSNs. 
In addition, in the monitoring step, based on the 
values of the SLA parameters, the participants 
can identify the causes that generate an erroneous 
behaviour of the MWSN. 

Next, we propose some SLA parameters that 
are significantly related to the contract that 
characterizes the functionality of a MWSN both 
from the perspective of a MWSN provider and 
from the perspective of the MWSN customer. 

In the case of a Monitoring Wireless Sensor 
Network (MWSN) service we can describe the SLA 
parameters that measure the service performance 
presented in Table 1. The parameters describe the 
infrastructure characteristics when discussing about 
a Monitoring Wireless Sensor Network. 

Next, we discuss about each parameter of the 
MWSN that belongs to the SLA. 

4.1. Service availability

A very important performance parameter when 
referring at a MWSN service is the service 
availability. In an environment that is prone to 
failures like a MWSN various incidents might occur 
like packet loss because of the malfunctioning 
of one or more nodes, communication delay, 
very volatile bandwidth and so on. During the 
malfunctioning of the MWSN service we can 
consider that the service is unavailable to the 
customer. This parameter is defined as the fraction 
of time the service is available to a customer [5]. 
Thus, the Service Availability A is defined usually 
by A = MTTF / (MTTF + MTTR), where MTTF 
represents the Mean Time To Failure, and MTTR 
defines the Mean Time To Repair. Usually 

the MTTR is much smaller than the MTTF. 
Opposed to the Service Availability is the Service 
Unavailability, given by the formula U = 1 - A [4]. 

The Service Unavailability is the ratio of a time-
span when the service is unavailable or offline. 
Service Levels and Guarantees a.k.a. SLA rules 
[14] related to service availability are values that 
can have high/low/median ranges. A SLA between 
the service provider and the service customer 
might state about the average service availability: 
“The average service availability must have a low 
value of 95 %, a high level of 99% and a median 
of 97%”. 

The purpose of the definition of these values is to 
verify if the values surpass, are equal or are below 
the service level that is defined in the SLA at a 
certain point in time or in a certain validity time 
range. In the SLA contract, we have some generic 
rules in the form “if-then” [14] which describe 
the actions to be taken if some of the service 
availability thresholds are violated. For example, 
the following rule taken from [14] describes 
the consequential actions that are in place after 
violating an SLA service availability rule: “If the 
average service availability during one month is 
below 95% then the service provider is obliged 
to pay a penalty of 10%”. 

4.2 Maximum down-time

The second performance parameter when 
discussing about MWSNs service is the service 
maximum down-time. A down-time can be 
planned or unplanned. Usually the planned down-
time is denoted in the SLA contract as a particular 
maintenance time period when usual operations 

Table 1. SLA parameters that measure the performance of a Monitoring Wireless Sensor Network (MWSN) service

No Name Unit
1. Service availability Time hour, percent
2. (Maximum) down-time Hours or percent
3. Monitoring Wireless Sensor Network failure rate Number

4. Periods of operation Time

5. Latency times ms
6. Accessibility in case of problems Yes/No
7. Number and types of nodes Number and type
8. Energy consumed Watt
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such as repairs, upgrades or other changes take 
place. In the case of the unplanned down-time, 
this parameter is defined to consider the possible 
situations when the service might be stopped due 
to the incorrect functioning of the MWSN either 
because of system failures (hardware failures) or 
because of the communication failures (network 
failures). These failures can be detected by using 
predictive monitoring. There is a need for MWSN 
monitoring tools that have the capability to predict 
and/or detect a malfunction in the MWSN. 
Another way to minimize the MWSN down-time 
is to have in place a mechanism of recovery from 
failure based a on certain type of routing (e.g. 
multipath routing [8], [1], [16]). 

When specified in SLAs the maximum down-
time is usually defined as a percentage value (per 
month or per year) that is computed as a sum of 
all the downtimes time spans and by dividing this 
sum by the total time of a reference time span (a 
month or a year). In the ideal case 0% maximum 
downtime specifies that the MWSN service was 
functional all the time. 

A generic, about the MWSN maximum down-
time, SLA rule in the form “if-then” can be the 
following: “If the maximum down-time for one 
month is above 0.1% then the service provider is 
obliged to pay a penalty of 10%”.

4.3 MWSN failure rate

MWSN failure rate is defined by the rate with 
which the MWSN stops functioning and is 
expressed by number of failures per unit of time. 
When discussing about the failure rate this 
parameter usually varies with the period which 
defines the life cycle of the network. For example, 
a MWSN that it is in its first month of service 
usually has a failure rate smaller than the failure 
rate of a MWSN that is in its third year of service. 
Failure rates are very important in defining the 
reliability of the MWSN [18]. To calculate the 
failure rate usually the MWSN is observed over 
a certain period and the time when the MWSN 
breaks down is recorded [18]. Because the MWSN 
failure rate (usually denoted by the Greek letter λ 
(lambda)) is a statistical parameter, if there is a 
need to optimize the evaluation of the parameter λ, 
as much data as possible is needed. For example, if 
you want to compute the failure rate of a specific 
MWSN network, the result is better if you tested 
a MWSN over a greater period, like over a few 
months, rather than over a few days. 

Example: Let us consider that we want to estimate 
the failure rate of a certain MWSN. The solution 
is to test a number of five identical MWSNs. We 
have the following data: 

1. MWSN 1 failed after 500 hours. 

2. MWSN 2 failed after 600 hours. 

3. MWSN 3 failed after 700 hours. 

4. MWSN 4 failed after 800 hours. 

5. MWSN 5 functioned for 1000 hours. 

By summing the 5 operation times we can see that 
we have 4 failures over 3600 functioning hours. 
When computing the failure rate, we can deduce 
that we have the MWSN failure rate, λ = 4/3600 
= 0.0011 failures per hour. 

Another way to compute the failure rate is by 
using the Mean Time Between Failures which 
is expressed by the value MTBF = 1/λ. In our 
example, the MTBF = 900 hours. This formula 
is used when there is a need to recommend to the 
MWSN administrators how often should a MWSN 
be inspected, maintained and replaced [18]. 

A generic, about the MWSN failure rate, SLA rule 
in the form “if-then” can be the following: “If the 
failure rate for one year is above 0.0011 failures 
per hour then the service provider is obliged to 
pay a penalty of 5%”.

4.4 MWSN periods of operation

MWSN periods of operation refers to the fact that 
the MWSN can operate during a given period 
during a day, during a month or even a year. The 
MWSN operates like described above because of 
various factors such as:

•	 the MWSN needs a human 
administrator to monitor the MWSN 
during a given schedule (for example 
during the week-end the human 
administrator doesn’t work); 

•	 the sensors need to be replaced after some 
time (for example every two months, and 
the replacement lasts for two hours);

•	 the application that monitors the MWSN 
needs to be updated after a certain period 
(for example every four months, operation 
that lasts for at most four hours);

•	 the customer negotiates in the SLA contract 
with the MWSN provider a specific 
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operating schedule (for example daily 
between 8:00 and 20:00), because this 
period of operation is of interest for him. 

A generic, about the MWSN period of operation, 
SLA rule in the form “if-then” can be the 
following: “If the MWSN period of operation is 
not between 8:00 and 20:00 daily then after the 
first two failures to have such values of the period 
of operation, the service provider is obliged to pay 
a penalty of 10% for every new violation”.

4.5. MWSN latency times

MWSN latency times represents a temporal 
interval defined by the time it takes a bit of data 
to travel across the MWSN from one node called 
source to another node called destination or sink 
[19]. Minimizing latency is very important for 
data aggregation which is an essential application 
in MWSN [11], [22]. Usually the MWSN provider 
specifies in its MWSN latency times in terms 
of fractions of seconds (e.g. ms) or multiples 
of seconds (minutes). The customer is usually 
interested in the global MWSN latency, and the 
provider specifies this latency as a maximum and 
average latency [19].

A generic, about the MWSN latency times, SLA 
rule in the form “if-then” can be the following: 
“If the MWSN latency times is bigger than 
100ms then after two such violations the service 
provider is obliged to pay a penalty of 5% for 
every new violation”.

4.6 MWSN accessibility

MWSN accessibility in case of problems represents 
a parameter that has two possible values: “Yes” or 
“No”. During the negotiation phase of the SLA 
contract the MWSN provider agrees with the 
MWSN customer either to allow the customer to 
access the MWSN infrastructure to modify some 
parameters or not. Usually the customer does not 
have the expertise necessary to perform repairs, 
upgrades or other changes, thus the usual value 
for the parameter accessibility in case of problems 
is “No”. In the case the value of this parameter 
is “Yes” then the customer can perform repairs, 
upgrades or other changes on the MWSN with or 
without (depending on how it was agreed on the 
SLA) the permission of the MWSN provider. 

A generic, about the MWSN accessibility, SLA 
rule in the form “if-then” can be the following: 
“If the MWSN accessibility in case of problems 

parameter has the value No then the MWSN 
service customer cannot operate repairs, upgrades 
or other changes on the MWSN”.

4.7 MWSN number and type of nodes 

MWSN number and type of nodes parameters 
refers to how many monitoring nodes and their 
types were specified in the SLA contract. During 
the design phase of the SLA contract the customer 
formulates certain requirements in terms of 
necessary types of nodes and the number of 
functional nodes. The provider that signed the SLA 
contract agrees to offer these types of nodes and 
the corresponding number of functional nodes. 

A generic, about the MWSN number of nodes, 
SLA rule in the form “if-then” can be the 
following: “If the MWSN number of nodes 
parameter has the value below the agreed value 
(e.g. 5 nodes) then the MWSN provider needs to 
solve this problem in 10 minutes otherwise it will 
pay a penalty of 10% for this violation. Similarly, 
a generic, about the MWSN types of nodes, SLA 
rule in the form “if-then” can be the following: 
“If the MWSN types of nodes parameter is smaller 
than the agreed ones (e.g. 5 different types of 
nodes) then the MWSN provider needs to solve 
this problem in 10 minutes otherwise it will pay a 
penalty of 10% for this violation”. 

4.8 MWSN energy consumed 

MWSN energy consumed parameter refers at 
how much energy in terms of Watts the MWSN 
consumes. This parameter is very important from 
the point of view of the service provider, which is 
interested in minimizing the energy consumption 
of the MWSN. Several research papers have been 
published related to this aspect (e.g. [21], [17], 
[12]. Even if in the SLA contract it is not necessary 
to specify the energy consumption, research has 
been conducted in the area of energy consumed in 
MWSN in order to reduce costs. 

In terms of costs a generic rule of the SLA in 
the form “if-then” can be the following: “If the 
monthly cost of a Monitoring Wireless Sensor 
Network is bigger than a specified sum per month 
(e.g. 100$) then the MWSN customer can revoke 
the contract between him and the provider.

5. Use case

In this section, we want to demonstrate possible 
applications of MWSN in monitoring water 

Service Level Agreement Characteristics of Monitoring Wireless Sensor Networks for Water Resource...
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quality, where there exists a SLA contract in place 
between the MWSN provider and the MWSN 
customer. The main purpose of such a MWSN 
is to automate the monitoring of drinking water 
quality. This section describes the SLA contract 
parameters based on previously published articles 
with the subject of Water Quality Monitoring 
Wireless Sensor Networks (WQMWSN). 

In terms of availability one point of interest is the 
operation of establishing of high quality long-term 
WQMWSN. When creating a WQMWSN that 
has a high quality long term life there are several 
challenges that need to be surpassed such as [15]: 

•	 there is a need for robust sensors because 
the operation of these sensors in a 
water environment can generate sensor 
malfunctioning; in the case of node(s) 
malfunctioning the node(s) that is(are) 
broken need(s) to be replaced;

•	 the process of sensor maintenance should 
be as less frequent as it is possible, and it 
should last as little time as it is possible;

•	 providing a power source (battery) 
that allows the WQMWSN provider to 
deploy the WQMWSN for as long time 
as possible; the life of the power source 
depends on various aspects such as the 
sensor(s) type and monitoring frequency.

If terms of down-time, usually the WQMWSN 
operates on batteries that are replaced when 
discharged. Additionally, a weekly calibration of 
the network must be done to get correct results 
[23]. Furthermore, there is a possibility that one 
or more nodes of the network doesn’t function 
any more. In this case that down-time is minimal 
if the data transmitted by the WQMWSN is 
continuously monitored and actions are taken in 
consequence usually after a cycle time which is 
specified in the order of minutes: 20 minutes in 
[15], 30 minutes in [24], three minutes in [23]). 

In terms of failure rate usually this parameter 
depends on the ability of the WQMWSN to 
function when one or more sensor node(s) 
stop(s) functioning. When there is a need to 
replace a sensor, this fact can be found by using a 
monitoring tool. The older the WQMWSN sensors 
are the bigger the failure rate is. 

If we refer to the periods of operation usually 
we define these parameters as the periods of 
uninterrupted operation of the WQMWSN without 

the need to replace the WQMWSN battery (e.g. 
[24] 12 hours (the sensor node is active for 10 
minutes, in [23] 40 days - the sensor node is active 
for 4 days).

If we consider latency of the WQMWSN we can 
say that this parameter can be expressed as the 
period between when the nodes of the WQMWSN 
go into sleep and when they become active plus 
the period of activity of the nodes (60.039 seconds 
sleep average in [15], 1800.1 seconds in [24], 
1440 seconds in [23]). 

In terms of accessibility of the WQMWSN the 
value of this parameter has usually the value No 
because the customer does not have the expertise 
necessary to perform repairs, upgrades or other 
changes and also because usually the monitoring 
process is performed in “a remote area with 
limited access” [24]. 

When discussing the WQMWSN number and 
type of nodes usually these parameters refer to 
the type of measurements the WQMWSN does. 
For example, in [15] there are six different types 
of nodes used, one of each (the number depends 
on the size of the WQMWSN): 

I. Submersible Temperature Meter; 

II. Water pH Meter;

III. Water Conductivity Meter; 

IV. Dissolved Oxygen Sensor; 

V. Water Turbidity Meter; 

VI. Water Level Meter. 

In [24] three types of sensor are used: 

I. pH sensor that senses the acidity of the water,

II. temperature sensor and

III. turbidity sensor based on photo-transistor. 

In [23] three types of measurements (thus sensors) 
are used: 

I. fluctuations in pH,

II. temperature,

III. dissolved oxygen. 

The energy consumed parameter is defined 
in [15] as 96.2 mW for an active sensor, 0.054 
mW for a sensor in sleep state, thus a medium 
power consumption value 0.116 mW. In terms of 
percentage during the active period 53.6% it is 
consumed by a node when it is active, and 46.4% 



 385

ICI Bucharest © Copyright 2012-2017. All rights reserved

during the period when it is in sleep state. In [24] 
when the node is active it consumes 0.3195 W and 
when it is in sleep state 0,2592W. This means that 
when in active state the node consumes 55.2% 
of the power and 44.8% of the power when in 
sleep mode. 

The way to optimize the characteristics of a 
WQMWSN expressed in terms of SLA parameters 
are described in Table 2. 

6. Conclusions

In this paper we discussed about defining 
parameters of a SLA contract that need to be 
considered during the SLA lifecycle. These 
parameters were also specified in terms “if-then 
rules” in order to have a clear understanding of 
how to build a SLA contract from the technical 
point of view. In addition, we presented also a 
use case of possible applications of MWSN in 
monitoring water quality. Our article is supposed 
to be a genuine help for both the MWSN providers 
and for the MWSN customers by explaining both 
the SLA lifecycle and the technical parameters 
that need to be specified on such a contract.

As future work we want to verify the SLA 
contract parameters described in this paper in real 
environments in order to further validate our paper.
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