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1. [bookmark: _Toc484172170]Background of the summer school assignment

This second summer school of the DATA4WATER project follows the training course delivered at UPB on the topic of “Using Data Science for Urban Water Management”. Among other topics, this training course contained a short introduction to open source tools for developing Machine Learning based applications, in particular R (with a specific reference to the “mlr” and the “mlrMBO” packages) and Massive Online Analysis (MOA) for online machine learning algorithms
During the exercise sessions with R, a series of simple analytical tasks were developed consisting of loading a set of individual water consumption data acquired through a smart meter and analyzing the corresponding time series through clustering and regression models (in particular Support Vector Machine regression).
Next to the “mlr” tool, a set of additional R packages were briefly introduced such as “kernlab” and “e1071”, as well as “mlrMBO” relatively to the topic of Sequential Model Based Optimization for hyperparameter tuning and automatic algorithm configuration.
Further to the R suite, the training course also introduced the software MOA, which is a software environment providing several online machine learning algorithms. MOA can be used to evaluate the different pros and cons between a more traditional “batch” and a more innovative online learning schema.
While R is more oriented towards a “command-line” interaction, MOA offers the possibility to work directly through a GUI as well as to use its libraries, algorithms and functionalities from the code developed by the user. 
The assignment for this summer school is focused on using one or both these suites in order to develop an validate a Data Science study on a set of individual water consumption data acquired – with a hourly resolution – through smart meters.
The basic examples developed during the exercise sessions is useful in order to deal with the summer school assignment.

Schedule
Summer school has three main components:
1. Training component: 31 May - 2 June 2017
2. Definition of tasks and development of work in groups: 2 June - 27 June 2017
3. Presentation of results and evaluation: 27/28 June 2017


2. [bookmark: _Toc484172171]Learning objectives of the summer school assignment

As most of the summer school participants are either students of computer science or have that same background, the main focus of the assignment is software development.
In the assignment, these participants will learn how to work with R and/or MOA, and how to manipulate and analyse the available set of data in order to develop some analytical workflow which could be helpful for the implementation of data-driven decision support functionalities as well as predictive analytics functionalities.
Through this process they will also become familiar with generic concepts and procedures used in Data Science, in particular with respect to the topic of time series data analysis, both in the batch and online settings.
Several summer school participants who have background in computer science, statistical inference and machine learning, as well as other water related topics, will also benefit from the assignment because they will understand much better the potential of the Machine Learning tools and the role of suitable decision in the design of an analytical workflow.
Furthermore, they may also develop skills for manipulating and analysing data related to the monitoring and management of the water resource, which can be very useful for their future design and development practice.
Summarizing, the learning objectives of the summer school are:
· Understanding the main concepts and design choices in developing a machine learning based application by using real-world water-related data.
· Understanding the differences, as well as advantages and limitations, between batch and online machine learning in the time series data analysis domain.
· Enhancing software development skills through the development of code/scripts in R and MOA.
· Development of skills related to making design decisions and evaluating their impact on results of the data analysis task.



3. [bookmark: _Toc484172172]Introduction to The Summer School Assignment

The main task in the summer school assignment is to develop a machine learning study by using individual water consumption data from smart meters. 
The machine learning study should address one or more specific tasks of time series analysis, such as clustering and/or forecasting, as well as anomaly detection.
Specific design choices would be motivated and evaluation procedures (i.e. validity measures in the case of clustering and error measures in the case of forecasting) would be performed, reported and critically discussed.
The possibility to work with both batch and online machine learning tools would also allow for a comparison between these two paradigms in order to better understand – and quantify – their pro and cons.
Furthermore, the possibility to use the R package “mlrMBO” would also enable the possibility to identify the best hyperparameters tuning or algorithm configuration efficiently, through global optimization, in particular Sequential Model Based Optimization.

Some general guidelines about the development of the assignment follows:
· Loading of the available set of data
The set of data consists of 21 .csv files whose rows are related to a specific day and columns are the corresponding date and 24 numeric values, which are the hourly water consumption for that day. Each file is related to a specific smart meter (i.e. a customer) and the observation periods is about three months. In the case online machine learning is addressed, data have to be managed to simulate a streaming/online setting.
  
· Definition of the time series data analysis task(s) to perform
Several analyses are possible, such as clustering (among customers as well as independently for each customer), forecasting, anomaly detection. Each task can provide different insights and can be used to design and develop a possible decision support functionalities 

· Make design choices and perform analysis
After the definition of the analytical task(s), some choices have to be taken, for instance according to representation of the data, preprocessing, distance/similarity to use, etc. design choices have to be motivated and then analysis has to be performed by using R and/or MOA. Any other library/suite can be used in case the attendant has already some specific skill. Some other possible suites, for instance are WEKA, KNIME, ScikitLearn. In any case tasks have to be compliant with the overall objectives of the summer school.

· Summarize and discuss results
At the end of the design and development activities, results should be presented and discussed, in particular with respect to the initial design choices as well as the choice of the tool to use.



4. [bookmark: _Toc484172173]Data Science tools 

The first of the two proposed tools is the language R. It can be downloaded and used with its traditional – and minimal GUI – or along with R-Studio, which is a more sophisticated IDE. Functionalities do not change, just the look-and-feel and the user experience.
The following figures show the R’s basic GUI and the R-Studio’s one, respectively. 
[image: Risultati immagini per r language]
Fig. 1 – The Graphical User Interface of R

[image: Risultati immagini per r language]
Fig. 2 – The Graphical User Interface of R-Studio

Independently on the choice of the GUI, the packages “mlr” and “mlrMBO” can be installed and loaded to be used in the R environment.
The following two pictures are related to the documentation web site of these two packages.
[image: ]
Fig. 3 – Documentation web site for “mlR package

[image: ]
Fig. 4 – Documentation web site for “mlrMBO” package


Some other packages which are strongly suggested are:
· skmeans  a clustering package useful to perform clustering based on cosine similarity/distance
· dtw  a package implementing dynamic time warping
· dtwclust  a package to perform dtw-based clustering
· e1071  a package offering several Machine Learning algorithm, including artificial neural networks and support vector machines
· kernlab  a package offering kernel-based algorithms
· Metrics  a package providing easy computation of several error measures


With respect to the online machine learning tool, the suite MOA (Massive Online Analysis) of the WAIKATO University is suggested.
It provides a very user-friendly GUI with different tabs organized “per-task”: classification, regression, clustering, etc.
MOA is completely developed in Java, it is open source and it is really easy to be integrated in user-defined code.
Following figures are related to the web site of MOA and its GUI (i.e. comparison of two clustering algorithms on streaming data).
[image: ]
Fig. 5 – MOA’s web site

[image: Risultati immagini per MOA massive online analysis]
Fig. 6 – MOA’s GUI: the comparison between two online clustering algorithms

5. [bookmark: _Toc484172174]Suggestions and Guidelines

· The choice of the task to address as well as the tool to use is up to participant.
· It is not strictly required to address the assignment individually; however, in case the work is addressed by a team, the maxim number of components should be three.
· An overall team work is anyway strongly encouraged: all the participants may collaborate in order to select and perform specific tasks, combining results and approaches and discuss results.
· Basic instructions to load, manipulate and analyse data are provided in the material of the training session (PowerPoint slides).
· 

6. [bookmark: _Toc484172175]Most Relevant Resources

[1] R Project  https://www.r-project.

[2] R package “mlr”  https://www.rdocumentation.org/packages/mlr/versions/2.10

[3] R package “mlrMBO”  https://www.rdocumentation.org/packages/mlrMBO/versions/1.0

[4] Massive Online Analysis (MOA) http://moa.cms.waikato.ac.nz/
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Interface to a large number of classification and regression techniques, including machine-readable parameter descriptions. There is also an experimental extension for
survival analysis, clustering and general, example-specific cost-sensitive learning. Generic resampling, including cross-validation, bootstrapping and subsampling.
Hyperparameter tuning with modern optimization techniques, for single- and multi-objective problems. Filter and wrapper methods for feature selection. Extension of
basic learners with additional operations common in machine learning, also allowing for easy nested resampling. Most operations can be parallelized.

Functionsinmlr -

Name
benchmark
caplargeValues

convertMLBenchObjToTask

classif.featureless
costiris.task
dropFeatures

downsample

Description %

Benchmark experiment for multiple learners and tasks.

Convert large/infinite numeric values in a data.frame or task.

Convert a machine learning benchmark / demo object from package mlbench to a task.
Featureless classification learner.

Iris cost-sensitive classification task.

Drop some features of task.

Downsample (subsample) a task or a data.frame.

Learn R by doing at DataCamp Free Trial
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Model-Based Optimization for mir

A framework for the (sequential) model-based parameter optimization. It offers methods to optimize numeric or discrete influence parameters of non-linear black-box
single- or multiobjective target functions like an industrial simulator or a time-consuming algorithm using cheap surrogate models.

Readme
mirMBO

Model-based optimization with mlir

build passing

master

@build passing windows
build failing tutorial

The package will be released soon, so some links below are not working.

« Offical CRAN release site (not available yet)

« Tutorial on github (work in progress)

Installation
The package has not been released on CRAN yet. Run the following command in R to install the current GitHub version.

To install packages directly from github use the install_github() function from devtools .

install.packages("devtools™)

Learn R by doing at DataCamp Free Trial
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MOA (MASSIVE ONLINE ANALYSIS)

MOA is the most popular open source framework for data stream mining, with a very active growing community (blog). It includes a
collection of machine learning algorithms (classification, regression, clustering, outlier detection, concept drift detection and
recommender systems) and tools for evaluation. Related to the WEKA project, MOA is also written in Java, while scaling to more

demanding problems.

NEW RELEASE: 16.04 (APRIL, 2076)!

http://moa.cms.waikato.ac.nz/
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R Console

%<-seq(-5.12,5.12, length=100)
y<-x

f<-function(x,y) { 20+(x*2-10%cos (2%3.14%x))+(y*2-10%cos (2%3.14%y)) }

z<-outer (x,y

z[is.na(z)]<-1

persp(x,y,z,theta=30, phi=30, expand=0.5, ", 1ltheta=90, shade=0.50, ticktype="detailed",d=5,
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